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ABSTRACT

In the course of editing musical works, musicologists regu-
larly compare multiple sources of the same musical piece,
such as composers’ autographs, handwritten copies, and
various prints. For efficient comparison, cross-source navi-
gation is essential, enabling to quickly jump back and forth
between multiple sources without losing the current musi-
cal position. In practice, measures are first annotated by
hand in the individual source images and then related to
each other. Our approach automates this time-consuming
and error-prone process with the help of deep learning. For
this purpose, we train a neural network that automatically
finds bounding boxes of all measures in images. A sec-
ond network is trained to compute the similarity between
two measures to determine if they have the same musical
content and should, therefore, be linked for navigation. Se-
quences of outputs from the second network are matched
using Dynamic Time Warping to provide the final proposal
of measure relationships, so-called concordances. In addi-
tion to cross-source navigation, the results can be used to
spot structural differences across the sources which are es-
sential for editorial work, so that musicologists can focus
more on analytical tasks.

1. INTRODUCTION

Modern musical editions are the result of a long musico-
logical process. From the composer’s manuscript to the
printed music book, a musical work usually undergoes a
large number of iterations and minor corrections, occa-
sionally even substantial changes, such as striking or re-
working complete parts [1]. Many of these changes are ei-
ther unintentional—e.g., errors in handwritten copies, ty-
pographical errors by publishers—or generally not docu-
mented in a transparent manner. Musicologists, therefore,
work on this genesis when editing a work and try to record
the chronological order and causalities in their edition cre-
ation process.
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The first step in this process is, therefore, the screening
of the source material to identify differences between the
various sources of a work. To facilitate this process, links
are created between the sources so that editors can quickly
switch back and forth between them. Adequate granular-
ity of these links are usually musical measures, a feasible
compromise between annotation effort and accuracy [29].
Currently, the measures of all sources are manually anno-
tated with bounding boxes and related to each other in a
very time-consuming and error-prone way.

We have automated this multi-stage process by first rec-
ognizing and sorting measures in score images (both hand-
written and typeset) and then linking them according to
their musical content. For this purpose, deep learning was
used to develop a distance metric in an end-to-end fash-
ion without an intermediate representation. The results can
be further processed using classic alignment algorithms
from the MIR community such as Dynamic Time Warping
(DTW). While DTW-based approaches have achieved suf-
ficient quality for practical use, audio-to-score alignment is
still an active field of research [31]. Promising approaches
for the synchronization of scans and sound recordings [5,6]
are currently limited to monophonic and piano music and
have not yet achieved sufficient accuracy for most real-
world scenarios. With the contribution of this paper, we
decrease a potential gap in the "audio – symbolic score –
image" triangle and offer a new way for measure-accurate
alignment across modal boundaries.

2. RELATED WORK

Detecting measures can be seen as a preprocessing step
in Optical Music Recognition (OMR). Therefore, it was
rarely singled out as a dedicated task. While Pedersoli and
Tzanetakis perform document segmentation, they only dis-
tinguish between music scores and text blocks [22]. The
only research we know of, that specifically addresses the
automatic extraction of measures is by Vigliensoni et al.
[30]. In their work, they attempt to extract measures with a
traditional computer vision approach by heuristically find-
ing all bar lines and then joining them into measures. Their
approach requires human intervention for each page and
straight bar lines to work well.

For retrieval of sixteenth-century musical texts, Craw-
ford et al. [4] have recently proposed a two-step proce-
dure. They run an OMR algorithm to obtain an intermedi-



ate format, followed by a second step that uses n-grams and
minimal absent words (MAWs) to find duplicates, related
texts, or parts that have the same musical material. Neural
networks make such intermediate formats partly obsolete
and allow for learning bimodal embeddings end-to-end as
shown by Dorfer et al. [5, 6], who correlate the scanned
music score with a sound recording. For this purpose, syn-
chronization was considered either a reinforcement learn-
ing problem [6] or a metric learning problem [5]. In the
metric learning approach, Dorfer et al. use the pairwise
ranking loss—also known as triplet loss [26]—that draws
triplets from a dataset consisting of an anchor, a positive
example (picture fits the audio) and a negative example
(picture does not fit the audio). This loss function creates
an embedding, where images and audio with the same con-
tent are appear close together, while non-matching images
and audio are placed relatively far apart. Their approach
has successfully been used before in other application do-
mains, such as facial recognition [26]. We resort to a simi-
lar cost function for metric learning (see section 4.2).

As the basis for our detection, we use a convolutional
neural network (CNN). While CNNs are currently an ac-
tive field of research for OMR, the most influential ap-
proaches come from the research area of computer vision.
They are used for many tasks, including image recognition,
semantic segmentation, object detection, and instance seg-
mentation. R-CNN [9] performs object detection by an-
alyzing a large number of heuristically generated region
proposals that are classified into background or one of the
classes of interest. Additionally, the bounding box is re-
fined with regression. R-CNN uses a CNN that extracts
features for object detection. These features are used in a
downstream SVM for classification and regression. Faster
R-CNN [23] improves the process by incorporating both
the region proposal step as well as the classification and
regression into the architecture of the neural network.

CNN-based computer vision approaches are largely
transferable to OMR and actively used for Music Infor-
mation Retrieval: Gallego and Calvo-Zaragoza are using
auto-encoders to remove staff lines [8]. Pacha et al. com-
pare various CNN-based approaches for detecting music
symbols in scores [21]. CNNs can also be used for seman-
tic segmentation for staff-line removal, music and text sep-
aration as well as for layout analysis as shown by Calvo-
Zaragoza et al. [3]. Using U-Nets [25], Hajic et al. do se-
mantical segmentation of handwritten music [10]. Pacha
and Calvo-Zaragoza recognize musical objects in mensural
notation using region-based CNNs [20]. By learning en-
ergy levels that are used as inputs to a watershed algorithm,
Tuggener et al. recognize music symbols [28]. In addi-
tion to the energy levels, the network also predicts class la-
bels and bounding boxes. And finally, Calvo-Zaragoza and
Rizo use convolutional recurrent neural networks trained
with a Connectionist Temporal Classification (CTC) loss
to recognize musical symbols in monophonic music scores
[2]. To simulate non-ideal image conditions, they artifi-
cially distort the images.

3. DATA & ANNOTATIONS

The success of Deep Learning approaches largely depends
on the amount and diversity of data used during training.
Since no dataset of sufficient size was available for mea-
sure recognition or the concordance task, we created a
large dataset ourselves in cooperation with musicologists
and professional musicians.

Our dataset contains measure annotations that were cre-
ated manually by musicologists for digital music editions.
In most cases, the image sources are high-resolution scans
of facsimiles, occasionally supplemented by early music
prints and PDFs exported directly from music engrav-
ing software. Due to an imbalance between handwritten
and typeset scores, we additionally obtained scores from
the IMSLP/Petrucci Music Library while paying attention
to varying image quality, the used engraving mechanism
as well as diverse musical content. We complemented
our collection with 140 pages from the MUSCIMA++
dataset 1 [7, 11].

Our data collection has a total of 8 251 pages with
81 124 annotated measures. The distribution according
to engraving type and the number of systems per page
is given in Table 1. One category is particularly over-
represented: handwritten music scores with just one sys-
tem per page because of a large quantity of full orchestral
scores from operas by Carl Maria von Weber. Book covers,
text pages, and empty pages have zero systems.

Systems per page
Pages per engraving type

Handwritten Typeset

0 413 113
1 5627 932
2 175 553
3 122 175

4 or more 102 39

Total pages 6439 1812

Table 1. Overall distribution of the dataset used.

The accuracy of the measure annotations varies. Since
the exact boundaries are not relevant for musicologists,
they were recorded only roughly. That is why many bound-
ing boxes contain small overlaps with adjacent measures as
shown in Figure 1.

To annotate the measures in the individual pictures, the
Android app Vertaktoid 2 [18] was used. It allows to con-
veniently draw bounding boxes for all measures with a pen
directly on the tablet screen. The results can then be ex-
ported to the MEI format [24] and used as ground truth
training data.

Data coming from digital music editions are partly pro-
vided with concordance annotations between the measures.

1 The measure annotations are published as separate dataset at
https://apacha.github.io/OMR-Datasets/#muscima

2 https://github.com/cemfi/vertaktoid




