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Robert Harald Lorenz, Hendrik Schuster Chapter 1

Auditory Pointers

Abstract Auditory displays, where the aim is to use the human auditory per-
ception as an information channel, are utilized as navigation aids with increas-
ing frequency. With their help it is not only possible to support but to extend
their visual counterpart. This chapter investigates how sounds can be used to
guide the listener and provide navigational cues in virtual, as well as in physical
environments. We call such sounds auditory pointers in analogy to the concept
of visual pointers. At first we will give a brief overview of different sonifica-
tion techniques and we will review important articles dealing with navigation
through sound. While previous work mainly focused on the spatial localization
property of sounds, we would like to complement this by using properties of
the sound itself. The distance and direction to a target point can be sonified
with the help of volume level, timbre or reverb. Therefore, we introduce an
exemplary implementation of respective sound synthesis techniques. In two ex-
periments we investigated and compared the effectiveness of different proper-
ties. The findings reveal big differences between the sound parameters. Timbre,
pitch and tempo proved to be very efficient in contrast to volume, reverb and
stereo panning. Finally we suggest to scrutinize the design process of an audi-
tory display right at the beginning and give advice for functional sound design.
This chapter extends a previous publication by Lorenz, Berndt & Groh (2013)
and compiles further findings by Lorenz (2013) and Schuster (2013).

1.1 Auditory Display Essentials

Sound, speech and music are elementary parts of multimedia. While we are
very aware of our visual perception, the auditory elements are often perceived
unconsciously. Accordingly, their impact and benefit are often underrated and

1



2 Chapter 1. Auditory Pointers

remain unexhausted. Nevertheless, the sonic representation of data has a long
tradition and its importance is well-known (Patterson 1982). As early as in the
beginning of the 20th century people used sounds to perceive environmental
information, for instance, with the help of a Geiger counter which maps the de-
gree of radioactivity to a tone. Similar to visual displays auditory displays are
able to provide perceptible information for the user of a system. Hence, audio
can be used as an additional or solely representation of data which are either
hard to gather visually or which resides in the myriad of input data undiscov-
ered (Pettey, Bracken, Rubenking, Appley, Brown, Butler, Cline, Coralic, Hargiti
& Liou 2008).

In modern media the visual channel is more and more exhausted. For example,
while the use of smartphones and navigation systems increases, the size of their
visual displays becomes distinctly smaller. In order to compensate the loss of
the overview of all modes, conditions and relations abstract data are used for
representation. Providing orientation in such circumstances is hardly possible
by giving even more visual cues. This is where audio comes into play. While
the verbal representation is inconvenient and improper in most cases because of
its universal meaning, auditory displays are able to present multiple pieces of
information in one acoustical event with the help of different sound attributes.
But how do abstract data sound? How does the stock exchange price sound, or
the weather of tomorrow or of the last years? How can tones be used to navigate
a blind person securely through a city? These are typical questions in the field
of auditory displays where the aim is to use the human auditory perception as
an additional or exclusive information channel to sonify data, information and
interactions.

Although sounds have been used for a long time for the interaction with com-
puters, they are more or less pre-recorded or synthesized speech or simple, unal-
terable supervisory sounds. Although even mobile devices are capable to create
sounds in realtime, the potential of modern hardware is not utilized to its full
extent. Therefore, it is possible to not only play ready-made sounds but also
generate them dynamically to adapt them to the particular situation and to use
them as individual assistance for the user. Thus, the user performance can be im-
proved and the mental workload can be reduced (Brewster, Raty & Kortekangas
1996, Walker & Lindsay 2003). However, there are not many guidelines describ-
ing which sounds and sound properties are appropriate to solve which kind of
task. There is a large body of work about the impact of pitch, volume and the
spatial placement. These works also investigate complex sounds, melodies and
rhythms for particular applications and requirements. But the design process is
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strongly limited right from the beginning. Comparative surveys are performed
with insufficient numbers of sound parameters. Hence, designers of auditory
displays still have to make ad-hoc decisions for both, the processes of selection
and the creation of sounds (Pirhonen, Murphy, McAllister & Yu 2006).

The scope and a brief overview over the main possibilities for creating auditory
displays are presented below. However, this chapter is limited to non-speech
methods, called sonifications. They are more flexible in terms of parameteriza-
tion and thus, their application is more ubiquitous. Additionally, they are com-
peting less with the natural language of humans. Kramer, Walker, Bonebright,
Cook, Flowers, Miner & Neuhoff (2010) describe the concept of sonification as
a transformation from the data domain to the audio domain as a means to en-
able communication or interpretation. Hermann (2008) refines the definition by
indicating the transformation of complex data to sound as a systematic, objec-
tive and reproducible one. Furthermore, Peres, Best, Brock, Shinn-Cunningham,
Frauenberger, Hermann, Neuhoff, Nickerson & Stockman (2008) differentiate
the process for designing sonifications on three levels:

The interpretation level describes how a user interprets the sounds he hears
and if it is an analogical or symbolic sonification based on his/her under-
standing of the context.

The level of interactivity explains the possibility for the user to interact with
the sonification covering non-interactive to fully interactive design ap-
proaches.

Hybridness describes the underlying principles of sonification, more precisely,
on what sonification is based, reaching from isolated techniques to a com-
plex mixture of different techniques like Auditory Icons, Earcons and Para-
meter-Mapping Sonification (PMS), which will be described in detail sub-
sequently.

A brief overview of the main sonification techniques to create auditory displays
is given in the remainder of this section. The selection follows “The Sonification
Handbook” by Hermann, Hunt & Neuhoff (2011), which provides more detailed
introductions and discussions of each technique.

Audification has been used as a sonification technique for a long time. A pop-
ular example is the Geiger counter. This approach interprets the one-
or two-dimensional data directly and interprets them as audio samples.
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1.3. Technical Design 9

1.3 Technical Design

An auditory pointer maps spatial parameters, like distance and direction, onto
sonic parameters. Today, this is mainly done with the help of stereo effects,
head related transfer functions (HRTF) or other sound spatialization techniques
(Walker & Lindsay 2006a, Vazquez-Alvarez et al. 2011). However, these meth-
ods tend to be inadequate in many real-world scenarios. While stereo and sur-
round panning are not feasible for, e.g., applications in noisy environments and
on small speaker setups, sophisticated HRTFs have to be calculated individually
for every person (Middlebrooks & Green 1991, Wenzel, Arruda, Kistler & Wight-
man 1993, Wightman & Kistler 1999). Besides the inconvenience of these meth-
ods, one main problem in the design process of auditory displays in general and
auditory pointers in particular is the selection of the proper sound attributes or
attribute combinations out of the vast number of possibilities. The mapping bet-
ween spatiality and sound is very important for their viability. Different sound
attributes can be used to give an impression of spatiality, e.g. timbre (Zhao et al.
2004). However, there are almost no guidelines available to support the designer
in the design process at all.

Additionally, alternatives have to be investigated. Thereby, the comparability
between the attributes is a major concern in order to summarize the findings
and push their formalization into design guidelines. Few surveys fathomed
the efficiency of navigational aids although many problems still remain (Walker
& Lindsay 2006b). The results presented in this chapter attempt to provide a
substantial contribution to close this gap. Therefore a software tool was im-
plemented: a realtime synthesizer that is modulated by the distance between a
mouse cursor and a virtual target point, both mapped onto the screen space of
a 19 inch display. In the survey (section 1.4), the black screen did only show
the mouse cursor but not the target point which the participants then had to
find only via listening to the sound. The concept is generic and can also be
transferred to other scenarios, e.g. to real-world navigation with a smartphone.
Basically, it is a question of scale, whether it is a mouse pointer on a screen or a
geo-referenced position in the real world. The distance calculations might then
even be reduced to the horizontal axis where the target points into the direc-
tion to go. Abstract examples for application scenarios are illustrated by figures
1.1(a) and 1.1(b).

The sound parameters used here are volume, pitch, tempo, tremolo (low fre-
quency amplitude modulation, LFO for short), reverberation time, volume en-
velope, stereo panning, and timbre (the mixing/lowpass filtering of harmonic
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(a) Mapping of sound properties via a two-di-
mensional scalar field.

(b) Directional mapping of sound properties via
a one-dimensional scalar field.

Figure 1.1: Abstract application scenarios. The shading maps onto sonic properties like
pitch, timbre and volume.

partials and the so-called THX effect for inharmonic spectra). The THX effect
derives from the well-known quality label of the Lucas’ Films Company and is
inspired by their first audiovisual logo, “wings”, from 1983.1 Our THX effect is
not a reproduction of the original but synthesizes a timbre consisting of a fun-
damental frequency and a number of partials. The frequency of the partials is
subject to a certain random offset that produces an inharmonic, dissonant sound.
The offset gradually gets smaller, the closer the cursor gets to the target until all
partials are in a harmonic ratio to the fundamental frequency. The whole sound
synthesis patch is shown in figure 1.2 and detailed in the succeeding section.

1.3.1 Sound Synthesis

The sound of the auditory pointer is generated via additive sound synthesis. Up
to ten sinusoids are added to produce the signal sv(t). Each of the partials has
its frequency in Hertz, amplitude An and phase angle ϕn.

sv(t) = V (Fundamental(t) + Overtones(t))

with

Fundamental(t) = A1 sin (2πft+ ϕ1)

Overtones(t) =

10∑
n=2

An sin ((n+ randn) 2πft+ ϕn)

1http://www.thx.com/consumer/movies/8492259/, last accessed: June 2015.
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22 Chapter 1. Auditory Pointers

values. There is, of course, a variety of further possible decay shape that
are potentially interesting, like inverse shapes, logarithmic shapes, cas-
caded slopes, and more complex combinations of basic shapes. These will
be subject to future investigations.

1.5 Summary

Sounds are already used in many ways as a unidirectional information channel,
e.g. the beeping sounds of a microwave or the output of a Geiger counter. The
disadvantage of many such auditory displays is the use of inflexible, static and,
often, very simple sounds. A lot of untapped potential for human-computer
interfaces lies in the use of adaptive and dynamic sounds. However, there are
almost no guidelines or rules for creating appropriate, expressive sounds so that
designers are often forced to make ad-hoc decisions and simplify the design
process due to time constraints.

Auditory pointers are a typical example of such functional sounds that are al-
ready in use in a wide field of auditory displays. Their usefulness is well-known
but the representation of objects or target positions in the environment solely
with spatialized sound is not always feasible. Thus, the aim of the project pre-
sented here is to complement previous research through the investigation of cer-
tain sound properties apart from spatialized sound in order to give a proposition
about their efficiency and functionality. A software tool was implemented that
modulates up to ten parameters of the sound synthesis to indicate the distance
and direction of a target.

In a study we investigated the ten properties, volume, pitch, tremolo and timbre
in the study’s first phase and envelope, reverb, tempo, stereo panning and the
THX effect in the study’s second phase. Additionally, an alteration of the decay
graph was introduced that specifies the sound parameters’ distance attenuation.
Each of these parameters has been combined with four decay characteristics.

The findings suggest that there is a strong relation between the sound alteration
used and the duration to find the target. Moreover the distance between the real
target position and the clicked position, as well as the directional accuracy of the
mouse path toward the target are strongly interconnected.

As can be seen from the results, the sound parameters tempo, pitch and timbre
turned out to be the fittest concerning accuracy and duration. Furthermore the
reverb effect was able to prove an average efficiency while the mental workload
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was low. Contrary to this, the stereo panning and the THX effect seem hardly
suitable for navigation tasks. The THX effect that implemented a distance de-
pendent degree of dissonance in a sound caused a very high degree of confusion
and annoyance. The stereo panning can be used as an additional variable for dif-
ferent sound parameters and is able to produce positive effects under particular
conditions like wearing headphones. The investigation of the transition steep-
ness described by different decay graphs proved to be successful. It has been
found that non-linear decay graphs yield significantly better results than linear
decay graphs.

The findings indicate that the choice of the sound and the mapping of the dis-
tance are two essential aspects for the design of auditory navigation and orien-
tation aids. Even the mental workload could be reduced by an informed and
aware design process. Furthermore, aside from a spatial presentation of paths,
other sound parameters could be used. The potential lies in the almost innumer-
able possible combinations of sounds and distance mappings. Timbre could, for
instance, be used to find the target roughly in a wide surrounding and, for a pre-
cise determination of the target pitch can be used in combination with a larger
exponent of the decay graph.

The findings provide important cues for functional sound design. They prove
that it is possible to mark invisible or remote objects acoustically without the
help of a visual representation and in this way guide the user.

Acknowledgement We would like to thank Romy Müller from the Engineer-
ing Psychology and Applied Cognitive Research Group at Technische Univer-
sität Dresden for her advise in the study preparation, her assistance in the eval-
uation and we like to thank all participants.
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