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Abstract. Writing chorales in the style of Bach has been a music theory
exercise for generations of music students. As such it is not surprising
that automatic Bach chorale harmonization has been a topic in music
technology for decades. We suggest several improvements to current
neural network solutions based on musicological insights into human
choral composition practices. Evaluations with expert listeners show that
the generated chorales closely resemble Bach’s harmonization style.
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1 Introduction

Chorales by J.S. Bach traditionally play an important role in Western music
education. Concise voice leading techniques and precepts such as the often
quoted prohibition of parallel fifths make these chorales interesting as subject in
music theory. But they are also interesting for computational music analysis and
generation. Especially automatic harmonization of melodies, i.e., producing a
four-part chorale given the soprano part, has been a topic for a long time.

In 1986, the first significant attempt was made: The CHORAL system [4]
used over 270 hand-engineered rules for harmonization. Later, focus shifted from
rule-based systems to neural networks [15,11]. In 2002, the usage of Recurrent
Neural Networks (RNN) and Long Short-Term Memory cells (LSTM) [7] by Eck
and Schmidhuber [5] specifically addressed the sequential nature of music and
produced state-of-the-art results at that time. A decade later, statistical models
like Hidden Markov models and Bayesian networks were developed [1,16,13].
Recent solutions such as BachBot [10] and DeepBach [6] again use LSTMs and
incorporate metadata such as information on fermatas or metrical positions of
notes to enhance the results.

Although various music theory concepts have been applied for evaluation of
the resulting chorales, the actual human composition process has not yet been
used for modeling neural networks. We therefore propose a Convolutional Neural
Network (CNN) architecture that follows—to some extent—workflows that are
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documented and commonly recommended in music theory literature and taught
in music theory classes for writing four-part chorales.

Expert listening tests with musicologists and music majors indicate that some
of our generated harmonizations are more Bach-like than the originals, in the
sense that they were believed to be the work of Bach even in direct comparison
to the master’s original harmonization of the same soprano part.

2 Musicologically Informed Harmonization

Contemporaries of the Baroque epoch as well as modern experts recommend to
start four-part harmonization by elaborating a bass part given the soprano part,
see for example [3,8]. The bass part is not only considered one of four equitable
voices but also an indicator of the tonal skeleton: Once the bass line is determined,
the structure of the chorale is mostly set. Only small leeway is left for the middle
voices that are formed in a second step and can be very plain, solely blending
into the harmonic progression [3, p. 255]. G.Ph. Telemann emphasizes in [14] that
the alto part should be written before the tenor part so that the closest possible
voicing can be accomplished. The advantages of generating the bass line first in
generative systems have already been discussed [16].

Particular attention should be paid to the ends of musical phrases, typically
marked by fermatas. Such phrases oftentimes end with rather canonical cadences
and thus should be prepared in advance as Daniel suggests [3, p. 159]. Daniel also
argues, that in many cases there is only one solution for a valid choice of alto and
tenor notes [3, p. 256]. Therefore, sometimes during harmonization the choices of
specific notes lead to dead ends in a sense that further voice development breaks
common voice leading rules. These problems are commonly solved by simply
going back and revising certain notes.

In summary, expert knowledge teaches us to use the following strategies when
harmonizing Bach chorales:

– Generate the bass part first given the soprano part
– Support close voicings by choosing tenor notes after the alto
– Give enough context to allow for correct cadences
– Allow changes to previously generated notes

The following sections describe how these insights were integrated in our approach.

2.1 Data Processing & Augmentation

Symbolic score data is retrieved from and processed with the music21 [2] frame-
work for Python. Besides offering various possibilities to process symbol music,
it also includes a corpus with numerous chorales composed by Bach. To augment
this dataset, all pieces are transposed up and down to different keys. Transposi-
tions are limited in such way that no voice part exceeds the tonal range as used
by Bach in order to ensure generation of “singable” results.
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The smallest time unit used in Bach chorales is a semiquaver. Therefore we
use a semiquaver time resolution to retain all information. For each time step,
we compute one-hot vectors per part. The individual vectors can encode one of
three slightly different events for each time step:

– New note If a new note starts at the given time step, its pitch is encoded.

– Rest Rests are handled as if they were notes with a special pitch value.

– Continuation In case that a note or rest is tied, i.e., not finished yet, we
set a special continuation flag.

Additional score information (hereinafter called metadata) such as the current
time position within a measure, the overall key of the choral, its time signature
and the position of fermatas are also fed as one-hot vectors into the network.

We are aware, that Bach sometimes used the same melody to compose several
different chorales. Therefore, it may happen that a specific melody has been
present in the training as well as the test dataset due to random splitting of the
dataset. Since the harmonizations in such cases are still different, we follow the
practice of similar generative systems [6,10] and do not take this circumstance
further into account.
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Fig. 1. Scheme of the bass part generation. The one-hot encoded data is fed into several
fully connected layers to generate the output for a single time step. Afterwards, the
context window is shifted by one step into the future. (Context size shown in blue is
deliberately reduced compared to the actual implementation to enhance readability.)
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2.2 Network Architecture

Our proposed architecture features three similar consecutive networks. The first
network creates a single bass note. It takes a frame of the soprano part, metadata
and the prior bass notes as an input. After the entire bass line is generated,
two networks are alternated to generate alto and tenor notes based on the
soprano/bass part, metadata and the previously generated middle voices. Each
part is generated using only a single hidden layer of size 650. Input and output
layer dimensions are defined by the individual pitch range of each part. The
output layers use softmax nonlinearities, all other layers use SELUs [9]. The
ordering of note generation is as follows:

1. The entire bass line is generated first. A bass event bi depends on the soprano
and metadata in a local context of ±32 time steps si−32:i+32,mi−32:i+32 and
32 previous bass events bi−32:i−1 (see Fig. 2.1). We use 32 steps (8 quarter
notes) as a context as it provides a sufficient look ahead to prepare cadences
as suggested by Daniel [3, p. 159]. The probability model for predicting bi is
thus

p(bi|si−32:i+32,mi−32:i+32, bi−32:i−1).

2. After the bass line and thus the harmonic outline is completed, tenor and
alto voice are generated from time step to time step. The alto prediction
ai is generated based on soprano and metadata context as above but with
current and future bass events, which have been generated in the previous
step, as well as previous alto events ai−32:i−1 and tenor events ti−32:i−1. The
underlying probability model is thus

p(ai|si−32:i+32,mi−32:i+32, bi−32:i+32, ai−32:i−1, ti−32:i−1).

3. The tenor is generated similar to the alto, but it also depends on the alto
note generated in the current time step i, i.e., it depends on ai−32:i:

p(ti|si−32:i+32,mi−32:i+32, bi−32:i+32, ai−32:i, ti−32:i−1).

2.3 Beam Search

For every time step i, our network predicts the probabilities p(bi|·), p(ai|·) and
p(ti|·) conditioned on the local context. We want to find the sequence that
maximizes the total probability, which is the product of the probabilities for each
choice1

N∏
i=0

p(bi|·)
N∏
i=0

p(ai|·) p(ti|·).

A greedy approach would select pitches with maximal probability at every
prediction step. However, since future predictions depend on previous ones

1 The multiplication is split in two parts to emphasize that the entire bass line is
created first.
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Fig. 2. Example of beam search for bass part with beam width of 2 in comparison
to a greedy approach. P denotes the total probability of the branch, p denotes the
conditional local probability.

(see Sec. 2.2), always choosing the highest local probability option can lead to
suboptimal total probability of the sequence.

We therefore use beam search[12] to find solutions that help maximizing the
total probability of the sequence. Beam search is a best-first search algorithm
where only a fixed number of candidate alternatives are maintained to limit
runtime and memory requirements. Previous work in Bach chorale harmonization
has in fact suggested to use beam search, see [10]. Up to now this has, however,
not been implemented and evaluated. Fig. 2 provides a graphical example of how
we employ beam search for generation of the bass part. The alto and tenor parts
are generated in a similar manner.

3 Generation Results

At first glance, the chorales produced exhibit similarities to original Bach chorales.
Two of the generated chorales were randomly chosen and given to Lydia Steiger,
music theory teacher at the Detmold University of Music, for an in-depth musical
analysis. She provided the following feedback:

– In several places voice leading rules were violated.

– The algorithm lacked sensitivity for musical tension and therefore sometimes
choses a plain solution in places were a more sophisticated composition would
have been more appropriate.

– The network uses common musical phrases used by J.S. Bach. In some places,
the algorithm split these phrases arbitrarily across voices.

Further development of this approach should aim to address these shortcom-
ings. All generated chorales of the test dataset and other pieces can be reviewed
online at the project homepage2, see Fig. 3 for a generation example.

2 See http://www.cemfi.de/research/bachnet (accessed: 2019-09-03)

http://www.cemfi.de/research/bachnet
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Fig. 3. Generated harmonization given the melody from “Ich ruf zu dir, Herr Jesu
Christ” (BWV 177.5) by Bach.

4 Evaluation

We also evaluated our network with two online listening tests. The first test
without beam search was conducted with the help of music majors. Thus we
expect a high degree of familiarity with Bach chorale harmonization. The test
presented paired samples consisting of (A) the original four-part chorale by Bach
and (B) our generated harmonization using the same soprano part. Participants
first had to give a self-assessment about their familiarity with Bach chorale
harmonization and were then asked to identify the original Bach chorale for each
pair. In case participants were unsure, question could be skipped. In 61% of the
presented pairs, the participants could correctly identify the Bach work. 39%
misjudged our generated pieces to be composed by Bach or skipped questions (see
Fig. 4). Interestingly, 5 of 17 generated chorales could not be correctly identified
by the majority of the participants.

After implementing beam search, we once more evaluated our solution. Since
the results had subjectively improved, we decided to evaluate our network with
participants that had an even greater expertise by directly addressing professional
musicologists. Apart from the new harmonizations, the same online survey was
used. Only 66% could distinguish the Bach pieces from the artificial ones, 34%
chose the generated harmonizations or gave no answer. Although some of the
musicology experts might be familiar with the exact Bach chorale, still 3 of



On Musicologically Informed AI-based Bach Chorale Harmonization 7

0%
self-

assessment

Music Majors Musicologists

#answers

1

10

2

42

3

48

4

117

5

66

Ø

283

20%

40%

60%

80%

100%

11

21

29

3

205

4

249

5

57

Ø

551

Correctly identified the chorale written by Bach No answer
Misjudged our harmonization to be the work of Bach

Fig. 4. Summarized results of the online evaluation. The chart shows how both par-
ticipating groups scored in identifying the original Bach chorale given a generated
harmonization as well as the master’s work broken down by the self-assessment given.
5 corresponds to a high familiarity with Bach chorale harmonization, 1 corresponds to
a low familiarity. 68 music majors and 127 musicologists participated.

17 generated chorales were not correctly identified by more than 50% of the
participants. One chorale was even preferred over the authentic work.

To conclude this paper, we encourage future research on harmonization and
automatic composition based on neural networks to take the human music creation
process into account. The question, why several pieces sound more Bach-like than
the original works even to experts could also be an interesting topic: What is it
that deceives the listener and makes these chorales sound “bacher than Bach”?
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